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A DATA MINING BASED FRAUD DETECTION MODEL FOR WATER 

CONSUMPTION BILLING SYSTEM IN MOG 

 

 

ABSTRACT 

Financial losses due to financial frauds are mounting, recognizing the problem of losses and the area 

of suspicious behavior is the challenge of fraud detection. Applying data mining techniques on 

financial statements can help in pointing out the fraudulent usage. It is important to understand the 

underlying business objectives to apply data mining objectives. 

Water consumer dishonesty is a problem faced by all water and power utilities that managed by a 

financial billing system worldwide. Finding efficient measurements for detecting fraudulent 

electricity consumption has been an active research area in recent years. This thesis presents a new 

model towards Non-Technical Loss (NTL) detection in water consumption utility using data mining 

techniques.  

This work applies a suitable data mining technique in this field based on the financial billing system 

for water consumption in Gaza city. Selected technique used in developing a fraud detection model. 

The efficiency and accuracy of the model were tested and evaluated by one scientific method and 

reached one accepted technique. 

The intelligent model developed in this research study predicts and select suspicious customers to be 

inspected on-site by the department of water theft combat (DWTC) teams at the municipality of 

Gaza (MOG) for detection of fraud activities. 

The model increases the detection hit rate of 1-10 % random manual detection to 80% intelligent 

detection. 

This approach provides a method of data mining, which involves feature selection and extraction 

from historical customer's water consumption data. The Support Vector Classification technique 

(SVC) applied in this research study uses customer's load profile information in order to expose 

abnormal customer’s load profile behavior. 
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 نموذج لكشف الاحتيال في استهلاك المياه في مدينة غزة بالاعتماد على تقنية تنقيب البيانات ونظام الفاتورة

  المحوسبة

 

يعرفج اهيضنوج اهخٕ خشتة خوم اهخشبرث ّيعرفج . اهخشبرث اهيبهٖج اهٌبخجج عً عيوٖبح الاحخٖبل اهيبهٕ فٕ خزاٖد يشخير
خطتٖق خلٌٖج خٌلٖة اهتٖبٌبح عوٓ . اهيٌطلج أّ يجيّعج  الأضخبط اهيضنّم فٕ أيرُى ٖعختر خحدٔ فٕ عوى نضف الاحخٖبل

إٌَ  يً اهيِى دراشج ّ فِى .اهتٖبٌبح اهٌبخجج عً الأٌظيج اهيبهٖج ٖشبعد فٕ عيوٖج اهنضف عً عيوٖبح الاحخٖبل أّ اهيحخبهًٖ 
 .آهٖج ّ أُداف اهعيل فٕ اهدائرث كٖد اهدراشج هوخّظل إهٓ أُداف خلٌٖج اهتٖبٌبح فٕ نضف الاحخٖبل

ييبرشج اهخضوٖل فٕ عيوٖج  اشخِلام اهيٖبٍ ّاهنِرتبء ُٕ يضنوج يخّاجدث هدْ جيٖع اهيؤششبح اهيشئّهج عً عيوٖج خّزٖع 
الأتحبد اهعويٖج اهخبظج تئٖجبد أدّاح .اهيٖبٍ ّاهطبكج ّاهخٕ خدار يً كتل أٌظيج اهفّاخٖر اهيبهٖج اهيحشّتج عوٓ يشخّْ اهعبهى

هولٖبس هونضف عً عيوٖبح الاحخٖبل فٕ الاشخِلام اهيرختط تعداد اهنخرٌّٕ أّ يٖنبٌٖنٕ هحشبة نيٖج الاشخِلام ّخبظج 
 .اهنِرتبء نبٌح ٌضطج فٕ اهشٌّاح الأخٖرث

هويشبعدث فٕ اهنضف عً اهذٔ ٖيبرشًّ الاحخٖبل فٕ شحة  (NTLs)ٖلدى ُذا اهتحد ٌِجب جدٖدا ٌحّ اهخشبرث اهغٖر فٌٖج 
 .نيٖبح اشخِلام اهيٖبٍ ٌظرا هّجّد خضبتَ نتٖر تًٖ طرٖلج اشخِلام اهيٖبٍ ّاهنِرتبء

ُذا اهعيل ِٖدف إهٓ إٖجبد طرٖلج يٌبشتج يً طرق خلٌٖج خٌلٖة اهتٖبٌبح اهيخخظظج فٕ ُذا اهيجبل ّتبهخعبيل يع ٌظبى 
 .هوفّخرث اهيبهٖج اهخبط تئدارث حشبتبح يضخرنًٖ اهيٖبٍ هيدٌٖج غزث ّاهيخّاجد فٕ تودٖج غزث

ّهذا خى خظيٖى ٌيّذج هنضف الاحخٖبل تبشخخداى اهطرٖلج اهيخخبرث ّخى إخضبعَ لإحدْ عيوٖبح اهخلٖٖى حخٓ خى اهخّظل إهٓ 
 .يشخّْ أداء ّدكج يلتّهًٖ

ُذا اهٌيّذج كبدرا عوٓ خحدٖد يجيّعج اهيضخرنًٖ اهيضتُّج ُّذا تدّرٍ عٌد خطتٖلَ نٌظبى يخنبيل شٖشبعد فرٖق   اهنضف 
 %.80إهٓ % 5فٕ عيوٖبح اهخفخٖص اهيٖداٌٖج حٖد شٖزٖد يعدل اهنضف يً  (DWTC)عً شركبح اهيٖبٍ فٕ تودٖج غزث 

ُذا اهتحد ٖخضيً طرٖلج يً طرق خٌلٖة اهتٖبٌبح خضيل اخخٖبر ّاشخخراج اهيلايح أّ اهعٌبظر ذاح اهظوج يً اهتٖبٌبح 
 عوٓ اهيوفبح اهخبظج تأحيبل أّ اشخِلانٖبح SVMاهخبرٖخٖج اهخبظج تبشخِلام اهيٖبٍ هويضخرنًٖ يع خطتٖق اهيظٌف 

 .اهيضخرنًٖ
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INTRODUCTION 

 

 

Water theft is a big problem in distributing water fairly to Gaza citizens and 

decrease the revenue of the organization. The MOG that responsible for water 

delivering to all Gaza citizens is a non-profit foundation, but it is important to balance 

the expenses with the income to allow delivering water service to all citizens fairly. 

"In order to achieve revenue improvement, it is essential to measure the energy 

consumed accurately" [46], so fraudulent water consumption resulting in an incorrect 

consumption amount. According to the  MOG, Gaza city has  about 8000 buildings 

getting water without the water meter that used by the MOG to calculate the monthly 

consumption for each customer. During the past 5 years more than 3000 water breach 

cases have been recorded due to meter tampering, meter malfunction, illegal 

connections, billing irregularities. These irregularities are internationally known as  

non-technical losses [16][49].  

Manual investigation to detect customer's irregularities and metered water 

consumption theft that done by DWTC at MOG is hard, slow, costly and performed 

randomly, so increasing  the speed and accuracy of investigation is important to detect 

the suspicious customer consumption and decrease the cost.  

These are several groups of researchers devote a significant amount of effort 

in studying fraud detection by many ways in various domains. A lot of them applied 

data mining techniques successfully to solve the problem, but each work has some 

cons against pros as explained in chapter 3. Therefore, by focusing on the related 

works' cons and by avoiding their pros, the research proposes a fraud detection model 

for customer's water consumption profile using classification techniques. The research 

applies the SVM method and compares it with other methods such as ANN and KNN. 

The method SVM reached the highest performance and accuracy score in the 

underlying business fraud detection. The model improves the manual hit rate 

detection from 1-10% random detection to 80% intelligent detection based on 

historical consumption data managed by a computerized billing system.  
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1.1 Non-technical Losses 

The mentioned Irregularities known as non-technical losses (NTLs). NTLs 

originating from electricity theft and other customer malfeasances are a problem in 

the electricity supply industry. [11][18] NTL is a problem in water supply industry too 

because of the similarity between water and electricity distribution systems in 

depending on meter technology and load profiling concept. 

NTLs include the following activities: [16][49]. 

1) Losses due to faulty meters and equipment.  

2) Tampering with meters so that meters record low rates of consumption. 

3) Stealing by bypassing the meter or otherwise making illegal connections. 

4) Arranging false readings by bribing meter readers. 

5) Arranging billing irregularities with the help of internal employees by means 

of such  subterfuges as making out lower bills, adjusting the decimal point 

position on the bills, or just ignoring unpaid bills. 

6) Poor  revenue collection techniques. 

1.2 Load Profiling 

Load profiling is the load shape that  to explain the daily and seasonal 

variations  in load as responses to the time of day, the time  of  a year,  by the type of 

day or season of the year. In this way, it represents habits and usual weather 

conditions  and known  or observable customer information [11][50].Thus, the shape 

of load profiles is influenced by the customer's type of activity, and on the other hand 

behavior of a customer.[10]. In this thesis three customer load profiling types 

(monthly, seasonally and yearly) extracted from historical water consuming database 

and tested by the proposed classification technique. The research will present a 

methodology to classify customer's load profiles by their form of water consumption. 

The goal is to determine a customer with typical normal load profile and the  

customer with the representative fraud load profile. The customer water consumption 

(load profiling) are recorded in a computerized financial billing system which 

calculates and issues the water invoices. In the present system, an employee of a 

utility goes to customer premises to read the meter, records it in a book and then 

transfers the reading into the computer system and generates a bill. The bill is served 
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to the consumer by courier. The consumer pays the bill at the collection centers 

opened by the utility for receipt of payments. 

1.3 Financial System Frauds Overview  

Fraud is a serious problem face information system that implemented in 

various domains. Credit card transactions as a financial system branch had a total loss 

of 800 million dollars of fraud in U.S.A. and 750 million dollars in U.K. in the year 

2004 [1]. In the area of health care according to transparency international [2], the 

total expenditure exceeds the amount of 3 trillion euro worldwide. That size in the 

health care industry induces several actors in the field to make a profit by using illegal 

means, forbidden financial operation committing health care fraud. fiscal frauds have 

received considerable attention from the public, press, investors, the financial 

community and regulators because of several high profile frauds reported at large 

corporations such as Enron, Lucent, and WorldCom over the last few years. Most 

editors lack the experience necessary to detect it. Statistics and data mining methods 

have been applied successfully to detect activities such as money laundering, e-

commerce credit card fraud, telecommunications fraud, insurance fraud, electricity 

fraud, etc. [8]. There has been a large body of research and practice focusing on 

exploring data mining techniques to solve financial problems. The competitive 

advantages achieved by data mining include increased revenue, reduced cost, and 

much improved marketplace responsiveness and awareness [9]. Fraud detection by 

manual analysis is too slow and hard because of huge data records but by data mining 

techniques can analyze huge data sets and extract the knowledge that helps in fraud 

detection. 

1.4 The Organization Under Study. 

The research study focus on MOG financial billing system that manages the cost and 

consumption quantity of the water delivering to Gaza citizens. Water consumption 

theft cases that continuously occur, cause cumulative budgetary losses. MOG serves 

the Gaza city  that has about 40,000 customers of water subscriptions among 67 areas 

divided Gaza city. Manual investigation to detect irregularities and water theft by 

DWTC that done randomly is costly, hard and slow, so increasing  the speed and 

accuracy of investigation is important to detect the suspicious customer consumption 

and decrease the cost. All municipalities and organizations that interested in water 
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consumption and responsible for water delivering, concern about that to avoid 

financial losses and satisfy the other committed customers. There cannot be any 

business prospects without satisfied customers who remain loyal and develop their 

relationship with the organization [23][40]. 

1.5 Research Motivation 

The main motivations of this study is  to 

 Assist the MOG to reduce its NTLs in the water distribution sector. 

 Investigate the capability of using data mining classification techniques  for 

the detection and identification of NTL activities [17][22] and to solve the 

existing drawbacks in [16][17] that deal with 20% of the available customer's 

load profile data. 

 Fraud activities Inspected on-site by MOG DWTC teams manually and 

randomly, so the intelligent model developed in this research study can 

predicts suspicious customers to help them in detection of fraud activities. 

 According to the new statistics at the department of water distribution at the 

municipality of Gaza, the financial losses that caused by water consumption 

emerging from the big difference between water wells productions that located 

in Gaza city  and Gaza water consuming  as illustrated in Fig 2. The difference 

in 2011 reaches 15 million cubic meter of  water considered as  water loss. 

 

Fig 1.1. Water wells production vs. water consumptions per year from 2000 to 2011. 

1.6. Statement Of Problem. 

Manual investigation to detect customer's irregularities, the suspicious 

customer consumptions and metered water consumption theft by DWTC at MOG to 

detect is hard, slow, costly and done randomly. 



www.manaraa.com

5 
 

1.7 Research Objectives 

There are some objectives for this research as follows. 

1.7.1 Main Objective. 

Find and apply a rapid  intelligent model to detect metered water consuming frauds. 

1.7.2 Specific Objectives. 

 Review the related works and the mining methods in this field. 

 Investigate the most appropriate techniques based on FFD and load profile 

concept. 

 Apply a classification model for water consumption based on one appropriate 

technique. 

 Evaluate the applied model accuracy. 

 Selecting the best attributes that improve the accuracy. 
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1.8. Scope And Limitations. 

The idea of this research assumption is limited to any financial billing system 

that's responsible for managing and calculating water consumption for customers. 

This research will focus on MOG's historical transactions data and will use SVM  

classification data mining technique that internationally applied successfully. Water 

theft can be done by illegal connections without consumption meter or  within a 

metered consumption. The study of this research is limited to the customers with 

metered water consumption and with buildings have at least one water agreement 

participation. 

Classification methods are the dominant techniques in this field [8]. So in this 

study three classification techniques were tested and evaluated upon the underlying 

business dataset structures, which are support vector machines (SVM), artificial 

neural network (ANN), K-nearest neighbor ( KNN).  

Thesis research divided into six chapters. Chapter 1 presents general overview, 

research objectives, problem definition, research  motivation and scope and limitation. 

Chapter 2 presents literature review about thesis literature requirements which include 

non technical losses, load profiling definitions, data mining methodologies, used 

classification methods, and the selected performance evaluation method. Chapter 3 

introduces and discusses some related work in fraud detection. Chapter 4 presents the 

model development methodology and underline business data sets. Chapter 5 provides 

the final evaluated results between the selected classification techniques on all 

datasets. Chapter 6 presents the conclusion of the thesis research work and what are  

future   demands. 
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CHAPTER  2 

 

LITERATURE REVIEW 

 

This chapter presents the background and theoretical concepts of the data 

mining  techniques applied in this research study. Start by discussing the importance 

of data mining techniques in the business domain and explain the concept of 

supervised and non supervised learning methods. Next clarify the statistics versus data 

mining, review the methodology of data mining. In the last part of this chapter, the 

background and theoretical concepts of SVMs, ANN and KNN were presented and 

explained.  

2.1 Data Mining. 

The benefits of data mining can be extracted from knowing its definition. Data 

Mining is the science of extracting useful information from large datasets or database 

is known as data mining. It is a new discipline, lying at the intersection of statistics, 

machine learning, data management and databases, pattern recognition, artificial 

intelligence, and other areas [1]. It converts data into knowledge and actionable 

information [23]. The modern technologies of computers, networks, and sensors have 

made data collection and organization an almost effortless task. However, the 

captured data need to be converted into information and knowledge from recorded 

data to become useful. Traditionally, analysts have performed the task of extracting 

useful information from the recorded data, But the increasing volume of data in 

modern business and science calls for computer-based approaches. As data sets have 

grown in size and complexity, there has been an inevitable shift away from direct 

hands-on data analysis toward indirect, automatic data analysis using more complex 

and sophisticated tools. Data mining is the entire process of applying computer-based 

methodology, including new techniques for knowledge discovery, from data [2]. Data 

mining is the analysis of (often large) observational data sets to find unsuspected 

relationships and to summarize the data in novel ways that are both understandable 

and useful to the data owner [1]. Data mining techniques play a big role in analyzing 
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large databases with millions of records to achieve new unknown patterns. These 

patterns help with study the customer transactions behavior in many scientific 

researches as in mine. When we get the suspicious customer patterns using data 

mining techniques, then we can narrow the circle of investigation to get fraudulent 

issues very fast according to the manual way that could be impossible. 

2.1.1 Types of Data Mining.  

Data mining techniques divided into two kinds as supervised and non 

supervised techniques. “In supervised modeling, whether for the prediction of an 

event or for a continuous numeric outcome, the availability of a training dataset with 

historical data is required. Models learn from past cases” [24]. Supervised techniques 

such as classification models depend on a label class must exist in the database under 

study. This type of mining used in several fields like direct marketing, Credit/loan 

approval, Medical diagnosis if a tumor is cancerous or benign, fraud detection if a 

transaction is fraudulent,  ..Etc. The non-supervised learning such as clustering 

models, there is no class label. Clustering is a method of grouping data that share 

similar trend and patterns, applied in Insurance, city-planning to identify groups of 

houses according to their house type, value, and geographical location,..Etc. 

Supervised learning techniques is the dominated methods for detecting financial 

frauds such as classification data mining techniques, which are the most recent used in 

public organization [27][13]. So that the thesis concentrate on supervised 

classification learning techniques. 

2.1.2 Business Data Mining  

Data mining has been very effective in many business venues. The key is to 

find actionable information, or information that can be utilized in a concrete way to 

improve profitability. Some of the earliest applications were in retailing, especially in 

the form of market basket analysis. Table [1] shows the general application areas. 

Note that they are meant to be representative rather than comprehensive [7].  
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Table 2.1.Data mining application areas

 

 

2.2 Data Mining Methodology 

There is more perspective represented the process steps for data mining 

(knowledge discovery) methodology. Knowledge discovery as a process is depicted in 

Figure [1] and consists of an iterative sequence of the following steps: 

1. Data cleaning (to remove noise and inconsistent data). 

2. Data integration (where multiple data sources may be combined). 

3. Data selection (where data relevant to the analysis task are retrieved from the 

database). 

4. Data transformation (where data are transformed or consolidated into forms 

appropriate for mining by performing summary or aggregation operations, for 

instance). Data mining (an essential process where intelligent methods are 

applied in order to extract data patterns). 

5. Pattern evaluation (to identify the truly interesting patterns representing 

knowledge Based on some interesting measures). 

6. Knowledge presentation (where visualization and knowledge representation 

techniques are used to present the mined knowledge to the user) [20]. 
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Fig2.1. Data mining process steps. [20] 

 

There is a Cross-Industry Standard Process for Data Mining (CRISP-DM) widely 

used by industry members. This model consists of six phases in Tended as a cyclical 

process (see Figure 2): [7][34] 
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Figure2.2 Phases of CRISP-DM reference mode [34] 

 

In this work, a  business intelligent model has been developed, to detect water 

consumption fraud, based on a specific business structure deal with water consumers 

using a suitable data mining technique. The model was evaluated by a scientific 

approach to measure  accuracy. 

2.3 Classification 

Classification models are linear and non-linear, "Linear models are analytical 

models that assume linear relationships among the coefficients of the variables being 

studied." [40]. Furthermore, defined as "Approximation of a discriminant function or 

regression function using a hyperplane. It can be globally optimized using simple 

techniques, but does not adequately model many real-world problems." [41]. The 

other type of classification prediction models is the non-linear models in which 

defined as "Non-Linear Predictive Models are analytical model that does not assume 

linear relationships among the coefficients of the variables being studied." [40][41]. 

Linear models in spite of their computational simplicity, stability they have an 

obvious potential weakness. “The actual process may not be linear, and such an 

assumption introduces uncorrectable bias into the predictions.” [28].  Data mining 

applications inherently involve large data sets, and so “the general trend is almost 

always to use non-linear methods” [28], implying that most data miners feel that their 

http://webdocs.cs.ualberta.ca/~zaiane/courses/cmput690/glossary.html#anal
http://webdocs.cs.ualberta.ca/~zaiane/courses/cmput690/glossary.html#anal
http://webdocs.cs.ualberta.ca/~zaiane/courses/cmput690/glossary.html#anal
http://www.statsoft.com/textbook/statistics-glossary/h.aspx?#Hyperplane
http://webdocs.cs.ualberta.ca/~zaiane/courses/cmput690/glossary.html#anal
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data is closer to the situation in Figure 2.3(b). Although the same SVM technique 

generated both data sets, the increase in data in Figure 2.3(b) makes the linear model 

less appealing [28].This section present three selected popular non-linear prediction 

method to test and evaluate. These methods allow f (x) to take on a more flexible 

form. 

 

 
 

Fig 2.3 utility of linear and nonlinear model [28] 

 

 

 
2.3.1 support Vector Machines 

The first selected mining technique is SVM that can be used  as linear and non 

linear. "In machine learning, SVMs (SVMs, also support vector networks) is 

supervised learning model with associated learning algorithms that analyze data and 

recognize patterns, used for classification and regression analysis. The basic SVM 

takes a set of input data and predicts, for each given input, which of two possible 

classes forms the output, making it a non-probabilistic binary linear classifier. Given a 

set of training examples, each marked as belonging to one of two categories, an SVM 

training algorithm builds a model that assigns new examples into one category or the 

other. An SVM model is a representation of the examples as points in space, mapped 

so that the examples of the separate categories are divided by a clear gap that is as 

wide as possible. New examples are then mapped into that same space and predicted 

to belong to a category based on which side of the gap they fall on. In addition to 

performing linear classification, SVMs can efficiently perform non-linear 

http://en.wikipedia.org/wiki/Machine_learning
http://en.wikipedia.org/wiki/Supervised_learning
http://en.wikipedia.org/wiki/Algorithm
http://en.wikipedia.org/wiki/Statistical_classification
http://en.wikipedia.org/wiki/Regression_analysis
http://en.wikipedia.org/wiki/Probabilistic_logic
http://en.wikipedia.org/wiki/Binary_classifier
http://en.wikipedia.org/wiki/Linear_classifier
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classification using what is called the kernel trick, implicitly mapping their inputs into 

high-dimensional feature spaces." [39]. 

 

2.3.1.1 The Case When The Data Are Linearly Separable 

  SVMs are supervised learning methods that generate input-output mapping 

functions from a set of labeled training data. “The mapping function can be either a 

classification function (used to categorize the input data) or a regression function 

(used to estimation of the desired output)” [7]. For classification, “nonlinear kernel 

functions are often used to transform the input data (inherently representing highly 

complex nonlinear relationships) to a high dimensional feature space in which the 

input data becomes more separable (i.e., linearly separable) compared to the original 

input space. Then, the maximum-margin hyperplanes are constructed to optimally 

separate the classes in the training data” [7]. Two parallel hyperplanes are constructed 

on each side of the hyperplanes that separates the data by maximizing the distance 

between the two parallel hyperplanes. An assumption is made that the larger the 

margin or distance between these parallel hyperplanes the better the generalization 

error of the classifier will be [7]. “SVMs can be used for prediction as well as 

classification. They have been applied to a number of areas, including handwritten 

digit recognition, object recognition, and speaker identification, as well as benchmark 

time-series prediction tests” [20]. SVMs have demonstrated highly competitive 

performance in numerous real-world applications, such as medical diagnosis, 

Bioinformatics, face recognition, image processing and text mining, which has 

established SVMs as one of the most popular, state-of-the-art tools for knowledge 

discovery and data mining. Similar to artificial neural networks, SVMs possess the 

well-known ability of being universal approximators of any multivariate function to 

any desired degree of accuracy. Therefore, they are of particular interest to modeling 

highly nonlinear, complex systems and processes. [7]. 

 

To understand the case when the data are linearly separable to explain the 

mystery of SVMs, let’s first look at the simplest case, a two-class problem where the 

classes are linearly separable. Let the data set D be given as (X1, y1),(X2, y2), …., 

(X|D|, y|D|), where Xi is the set of training tuples with associated class labels, yi. Each 

yi can take one of two values, either +1 or -1 (i.e.,  yi ∈ {+1,−1}), to aid in 

visualization, let’s consider an example based on two input attributes, A1 and A2, as 

http://en.wikipedia.org/wiki/Kernel_trick
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shown in Figure 2.4. From the graph, we see that the 2-D data are linearly separable 

because a straight line can be drawn to separate all of the tuples of class +1 from all of 

the tuples of class -1. There is an infinite number of separating lines that could be 

drawn. To find the best one, that is, one that will have the minimum classification 

error on previously unseen tuples. To find this best line, note that if the data were 3-D 

(i.e., with three attributes), the goal is to find the best separating plane. Generalizing 

to n dimensions, the goal is to find the best hyperplane. The term “hyperplane” will be 

used to refer to the decision boundary that has to be reached, regardless of the number 

of input attributes. So, in other words, how to find the best hyperplane? An SVM 

approaches this problem by searching for the maximum marginal hyperplane [20]. 

Consider Figure 2.4, which shows two possible separating hyperplanes and 

Fig 2.4. The 2-D training data are linearly separable. There are an infinite number of   

(possible) Separating hyperplanes or “decision boundaries.”  [20] 

 
their associated  margins. "Before getting into the definition of margins, let’s take an 

intuitive look at figure 2.5. Both hyperplanes can correctly classify all of the given 

data tuples. Intuitively, however, we expect the hyperplane with the largest margin to 

be more accurate at classifying future data tuples than the hyperplane with the smaller 

margin. This is why (during the learning or training phase); the SVM searches for the 

hyperplane with the largest margin; that is, the maximum marginal hyperplane 

(MMH)" [20]. The associated margin gives the largest separation between classes. 

"Getting to an informal definition of margin, the shortest distance from a hyperplane 

to one side of its margin is equal to the shortest distance from the hyperplane to the 
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other side of its margin” [20], where the sides of the margin are parallel to the 

hyperplane. A separating hyperplane can be written as 

 

W . X + b = 0                                                                                     (2.1) 

 

Where W is a weight vector, namely, W = {w1, w2, …… , wn}; n is the number of 

attributes and b is a scalar, often referred to as a bias. To aid in visualization, let’s 

consider two input attributes, A1 and A2, as in Figure 2.5(b). Training tuples are 2-D, 

e.g., X = (x1, x2), where x1 and x2 are the values of attributes A1 and A2, 

respectively, for X. By considering b as an additional weight, w0, the above 

separating hyperplane can be rewritten as 

 

w0+ w1x1+ w2x2= 0.                                                                       (2.2) 
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Fig 2.5  Two possible separating hyperplanes and their associated 

                margins [20]. 

 

The weights can be adjusted so that the hyperplanes defining the sides of the margin 

can be written as 

 

H1 : w0+w1x1+w2x2 ≥  1 for yi = +1, and                                     (2.3)     

H2 : w0+w1x1+w2x2 ≤ -1 for yi = -1.                                             (2.4)  

 

That is any tuple that falls on or above H1 belongs to class +1, and any tuple that falls 

on or below H2 belongs to class -1. Combining the two inequalities of equations (2.3) 

and (2.4), we get 
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yi(w0 + w1x1 + w2x2)  ≥ 1,                                                         (2.5) 

 

Any training tuples that fall on hyperplanes H1 or H2 (i.e., the sides defining the 

margin) satisfy equation (2.5) and are called support vectors. That is, they are equally 

close to the (separating) MMH.  Essentially, the support vectors are the most difficult 

tuples to classify and give the most information regarding classification. From the last 

formulate,  a new formulate for the size of the maximal margin can be obtained. The 

distance from the separating hyperplane to any point on H1 is 
1

||𝑊||
 , where ||W|| is the 

Euclidean norm of W, that is  𝑊 .𝑊9. By definition, this is equal to the distance 

from any point on H2 to the separating hyperplane. Therefore, the maximal margin 

is
2

| 𝑊 |
 .So, how does an SVM find the MMH and the support vectors? Using some 

fancy math tricks,  Equation (2.5) can be rewritten as 

 

If  W = {w1,w2,……,𝑤𝑛} then  𝑊 .𝑊 =  𝑤12 +   𝑤22+,…… . , +𝑤𝑛2 . 

 

(convex) quadratic optimization problem. Such fancy math tricks are beyond the 

scope of this thesis. Advanced readers may be interested to note that the tricks involve 

rewriting equation (2.5) using a Lagrangian formulation and then solving for the 

solution using Karush-Kuhn Tucker (KKT) conditions. Once the support vectors and 

MMH have being found, a trained support vector machine is reached. The MMH is a 

linear class boundary, and so the corresponding SVM can be used to classify linearly 

separable data. Such a trained SVM referred as a linear SVM. Once a trained support 

vector machine has been got, how to use it to  classify test? (new tuple). Based on the 

Lagrangian formulation mentioned above, the MMH can be rewritten as the decision 

boundary 

 

d(𝑋𝑇) =  𝑦𝑖 ∝𝑖
𝑙
𝑖=1 𝑋𝑖𝑋

𝑇 +  𝑏0.                                       (2.6). 

 

where yi is the class label of support vector Xi; X is a test tuple; αi and b0 are numeric 

parameters that were determined automatically by the optimization or SVM algorithm 

and l is the number of support vectors. [20]. 
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For linearly separable data, "the support vectors are a subset of the actual 

training tuples (although there will be a slight twist regarding this when dealing with 

nonlinearly separable data, as we shall see)" [20]. Given a test tuple, 𝑋𝑇 , plug it into 

Equation (2.6), and then check to see the sign of the result. This tells us on which side 

of the hyperplane the test tuple falls. If the sign is positive, then 𝑋𝑇  falls on or above 

the MMH, and so the SVM predicts that 𝑋𝑇  belongs to class +1 (such representing 

buys computer=yes). If the sign is negative, then 𝑋𝑇  falls on or below the MMH and 

the class prediction is -1 (representing buys computer=no). Notice that the Lagrangian 

formulation of the problem (Equation(2.6)) contains a dot product between support 

vector Xi and test tuple 𝑋𝑇 . This will prove very useful for finding the MMH and 

support vectors for the case when the given data are nonlinearly separable, as 

described in section 2.4.1.2. Before moving on to the nonlinear case, there are two 

more important things to note. The support vectors are the essential or critical training 

tuples, they lie closest to the decision boundary (MMH). If all other training tuples 

were removed and training was repeated, the same separating hyperplane would be 

found. Furthermore, the number of support vectors found can be used to compute an 

(upper) bound on the expected error rate of the SVM classifier, which is independent 

of the data dimensionality. An SVM with a small number of support vectors can have 

good generalization, even when the dimensionality of the data is high. 

 

 
Fig2.6 A simple 2-D case showing linearly inseparable data. Unlike the  linear 

              separable data of Figure 2.3, here it is not possible to draw a  straight  line 

           to separate the  classes.  Instead, the decision boundary is nonlinear. [20] 
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2.3.1.2The Case When The Data Are Linearly Inseparable 

Section 2.6.1.1 talk about linear SVMs for classifying linearly separable data, 

but what if the data are not linearly separable, as in Figure 2.6. In such cases, no 

straight line can be found that would separate the classes. The linear SVMs  would not 

be able to find a feasible solution here. "Now what the good news is that the approach 

described for linear SVMs can be extended to create non-linear SVMs for the 

classification of linearly inseparable data (also called non-linearly separable data, or 

nonlinear data, for short). Such SVMs are capable of finding non-linear decision 

boundaries (i.e., nonlinear hyper surfaces) in input space." So, the question is how to  

extend the linear approach?.Obtaining a nonlinear SVM can be done by extending the 

approach for linear SVMs as follows. There are two main steps. In the first step,  

transform the original input data into a higher dimensional space using a non-linear 

mapping. Several common nonlinear mappings can be used in this step are beyond the 

scope of this thesis. Once the data have been transformed into the new higher space, 

the second step searches for a linear separating hyperplane in the new space. We 

again end up with a quadratic optimization problem that can be solved using the linear 

SVM formulation. The maximal marginal hyperplane found in the new space 

corresponds to a nonlinear separating hyper surface in the original space [20]. The 

complexity of the learned classifier is characterized by the number of support vectors 

rather than the dimensionality of the data. Hence, SVMs tend to be less prone to 

overfitting than some other methods [20]. "The concept of overfitting is very 

important in data mining. It refers to the situation in which the induction algorithm 

generates a classifier which perfectly fit the training data but has lost the capabilities 

of generalizing to instances not presented during training. In other word, instead of 

learning, the classifier just memorizes the training instances". [29].  

 The researchers in [16] select the non-linear SVM method to deal with 

electricity metered customer's fraud detection to predict fraudulent customers and 

customer with anomaly electricity consumption (load profile). The model increases 

the fraud detection hit rate of 3% achieved by fraud detection team to 60% achieved 

by SVM model and just of 42% in [17]. SVM works as black box without extract any 

rule about fraudulent consumption but in this research the goal is to predict if the 

consumption profile has fraud or not. So SVM is one of the selected classification 

methods to analyze the thesis’ underlying business datasets. 
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2.3.2 Neural Network 

The second selected mining technique is ANN  which is applicable when 

working with the  non-linear problems as done in [44]. This technique used 

successfully in business fraud detection, and defined as "artificial neural networks 

(ANNs) are widely used for fraud detection" [30], "a neural network (NN), in the case 

of artificial neurons called artificial neural network (ANN) or simulated neural 

network (SNN), is an interconnected group of natural or artificial neurons that uses a 

mathematical or computational model for information processing based on a 

connectionistic approach to computation. In most cases, an ANN is an adaptive 

system that changes its structure based on external or internal information that flows 

through the network. In more practical terms, neural networks are non-linear 

statistical data modeling or decision making tools" [36]. Furthermore,  "The 

inspiration for neural networks was the recognition that complex learning systems in 

animal brains consisted of closely interconnected sets of neurons. Although a 

particular neuron may be relatively simple in structure, dense networks of 

interconnected neurons could perform complicated learning tasks such as  

classification and pattern recognition" [6]. The topologies  of neural networks or 

neural network architectures formed by organizing nodes into layers and linking these 

layers of neurons with modifiable weighted interconnections. In recent years, neural 

network researchers have incorporated methods from statistics and numerical analysis 

into their networks. Being a nonlinear mapping relation from the input space to output 

space, neural networks can learn from the given cases and summarize the internal 

principles of data even without knowing the potential data principles ahead.  It can 

adapt its own behavior to the new environment with the results of formation of 

general capability of evolution from present situation to the new environment [6].  

From the aspect of the pure theory, the nonlinear neural networks method is 

superior to the statistical methods in the application for credit card fraud detection 

such as in [1]. It is sometime unusual in the practice research even though the 

common advantages of the neural networks as a possible result of usage of improper 

network structure and learning computing method. On the other hand, there are still 

many disadvantages of the neural networks, such as the difficulty to confirm the 

structure, the efficiency of training, excessive training, and so on. The researchers in 

http://en.wikipedia.org/wiki/Artificial_neuron
http://en.wikipedia.org/wiki/Mathematical_model
http://en.wikipedia.org/wiki/Information_processing
http://en.wikipedia.org/wiki/Connectionism
http://en.wikipedia.org/wiki/Computation
http://en.wikipedia.org/wiki/Adaptive_system
http://en.wikipedia.org/wiki/Adaptive_system
http://en.wikipedia.org/wiki/Adaptive_system
http://en.wikipedia.org/wiki/Non-linear
http://en.wikipedia.org/wiki/Statistical
http://en.wikipedia.org/wiki/Data_modeling
http://en.wikipedia.org/wiki/Decision_making
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[1] conduct a comparison between three classification methods were  tested for their 

applicability in fraud detection, i.e. decision tree, neural  networks and logistic 

regression. The three methods are compared in terms of their predictive accuracy. 

Neural network  classifier has the best accuracy in testing results. 

 

2.3.3 K-Nearest-Neighbor 

The last selected mining method is KNN, which also supports non-linear 

problem. This section reviews some point about KNN. "The k-nearest-neighbor 

method was first described in the early 1950s. The method is labor intensive when 

given large training sets, and did not gain popularity until the 1960s when increased 

computing power became available. It has since been widely used in the area of 

pattern recognition" [7]. "In pattern recognition, the k-nearest neighbor algorithm (k-

NN) is a method for classifying objects based on closest training examples in the 

feature space. k-NN is a type of instance-based learning, or lazy learning where the 

function is only approximated locally, and all computations is deferred until 

classification. The k-nearest neighbor algorithm is amongst the simplest of all 

machine learning algorithms: an object is classified by a majority vote of its 

neighbors, with the object being assigned to the class most common among its k 

nearest neighbors (k is a positive integer, typically small). If k = 1, then the object is 

simply assigned to the class of its nearest neighbor." [38]. The Nearest-neighbor 

classifiers are based on learning by analogy, that is, by comparing a given test tuple 

with training tuples that are similar to it. The training tuples are described by n 

attribute. Each tuple represents a point in a n-dimensional space. In this way, all of the 

training tuples are stored in a n-dimensional pattern space. When given an unknown 

tuple, a k-nearest-neighbor classifier searches the pattern space for the k training 

tuples that are closest to the unknown tuple. These k training tuples are the k nearest 

neighbors of the unknown tuple. “There are many methods for determining whether 

two observations are similar. For example, the Euclidean or the Jaccard distance. 

Prior to calculating the similarity, it is important to normalize the variables to a 

common range so that no variables are considered to be more important” [43]. 

“Closeness” is defined in terms of a distance metric, such as euclidean distance. The 

euclidean distance between two points or tuples, say, X1 = (x11, x12, , , x1n) and X2 

= (x21, x22, , , , x2n), is 

 

http://en.wikipedia.org/wiki/Pattern_recognition
http://en.wikipedia.org/wiki/Statistical_classification
http://en.wikipedia.org/wiki/Feature_space
http://en.wikipedia.org/wiki/Instance-based_learning
http://en.wikipedia.org/wiki/Lazy_learning
http://en.wikipedia.org/wiki/Machine_learning
http://en.wikipedia.org/wiki/Integer
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dist(X1, X2) =  (𝑥1𝑖
𝑛
𝑖=1 − 𝑥2𝑖)2                                                     (2.7) 

 

In other words, for each numeric attribute, we take the difference between the 

corresponding values of that attribute in tuple X1 and in tuple X2, square this 

difference, and accumulate it. The square root is taken of the total accumulated 

distance count. How to determine a good value for k, the number of neighbors?. This 

can be determined experimentally. Starting with k = 1, we use a test set to estimate 

the error rate of the classifier. This process can be repeated each time by incrementing 

k to allow for one more neighbor as done in with the datasets of this research. The k 

value that gives the minimum error rate may be selected. In general, the greater the 

number of training tuples is, the greater the value of k will be (so that classification 

and prediction decisions can be based on a larger portion of the stored tuples). 

Nearest-neighbor classifiers use distance-based comparisons that intrinsically assign 

equal weight to each attribute [7]. 

 

2.4 Measuring Performance 

After model building, knowing the power of model prediction on  a new 

instance, is very important issue. Once a predictive model is developed using the 

historical data, one would be curious as to how the model will perform on the data 

that it has not seen during the model building process. One might even try multiple 

model types for the same prediction problem, and then, would like to know which 

model is the one to use for the real-world decision making situation, simply by 

comparing them on their prediction performance (e.g., accuracy). To measure the 

performance of a predictor, there are commonly used performance metrics, such as  

accuracy, recall..etc. First, the most commonly used performance metrics will be 

described, then  some famous estimation methodologies are explained and compared 

to each other. "Performance Metrics for Predictive Modeling In classification 

problems, the primary source of performance measurements is a coincidence matrix 

(classification matrix or a contingency table)" [7]. Figure 2.7 shows a coincidence 

matrix for a two-class classification problem. The equations of the most commonly 

used metrics that can be calculated from the coincidence matrix is also given in Fig 

2.7. 
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Figure 2.7 a simple confusion matrix. [7] 

 

As being seen in Fig 2.7, The numbers along the diagonal from upper-left to 

lower-right represent the correct decisions made, and the numbers outside this 

diagonal represent the errors. "The true positive rate (also called hit rate or recall) of a 

classifier is estimated by dividing the correctly classified positives (the true positive 

count) by the total positive count. The false positive rate (also called a false alarm 

rate) of the classifier is estimated by dividing the incorrectly classified negatives (the 

false negative count) by the total negatives. The overall accuracy of a classifier is 

estimated by dividing the total correctly classified positives and negatives by the total 

number of samples. Other performance measures, such as recall (sensitivity), 

specificity and F-measure are also used for calculating other aggregated performance 

measures (e.g., area under the ROC curves)" [7]. ROC defined as "a receiver 

operating characteristic (ROC), or simply ROC curve, is a graphical plot which 

illustrates the performance of a binary classifier system as its discrimination threshold 

is varied. It is created by plotting the fraction of true positives out of the positives 

(TPR = true positive rate) vs. the fraction of false positives out of the negatives (FPR 

= false positive rate), at various threshold settings. TPR is also known as sensitivity, 

and FPR is one minus the specificity or true negative rate." [48]. 

http://en.wikipedia.org/wiki/Graph_of_a_function
http://en.wikipedia.org/wiki/Binary_classifier
http://en.wikipedia.org/wiki/True_positive
http://en.wikipedia.org/wiki/False_positive
http://en.wikipedia.org/wiki/Sensitivity_(tests)
http://en.wikipedia.org/wiki/Specificity_(tests)
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Accuracy estimating for a classifier induced by supervised learning algorithms 

is important for some reasons. First, it can be used to estimate its future prediction 

accuracy, which could determine the error rate of prediction and imply the level of 

confidence one should have in the classifiers' output in the prediction system. Second, 

it can be used for choosing the best classifier from a given classifiers set. Lastly, 

"estimation accuracy can be used to assign confidence levels to multiple classifiers so 

that the outcome of a combining classifier can be optimized" [7]. The following 

subsection provides an explanation for one of the most popular estimation 

methodologies used for classification models, which  applied successfully in this 

thesis. 

 

2.4.1 The K-Fold Cross Validation 

When the amount of data for training and testing is limited, t holdout method 

reserves a certain amount for testing and uses the remainder for training. In practical 

terms, it is common to hold out one-third of the data for testing and use the remaining 

two-thirds for training. Of course, the selected third for testing or training may be 

unlucky: The sample used for training or testing might not be representative. "In order 

to minimize the bias associated with the random sampling of the training and holdout 

data samples in comparing the predictive accuracy of two or more methods, one can 

use a methodology called k-fold cross validation. In k-fold cross validation, also 

called rotation estimation, the complete data set is randomly split into  k mutually 

exclusive subsets of approximately equal size. The classification model is trained and 
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tested  k times. Each time it is trained on all but one folds and tested on the remaining 

single fold" [7]. The cross validation  overall accuracy model  calculated by simply 

averaging the k individual accuracy measures (Eq. 2.13). 

 

where CVA stands for cross validation accuracy, k is the number of folds used, and A 

is the accuracy measure (e.g., hit rate, sensitivity, specificity, etc.) of each fold. Since 

the cross-validation accuracy would depend on the random assignment of the 

individual cases into k distinct folds, a common practice is to stratify the folds 

themselves. In stratified  k-fold cross validation, the folds are created in a way that 

they contain approximately the same proportion of predictor labels (i.e., classes) as 

the original dataset. Empirical studies showed that stratified cross validation tends to 

generate comparison results with lower bias and lower variance when compared to 

regular cross-validation. The  k-fold cross validation is also called 10-fold cross 

validation, because the k taking the value of 10 has been the most common practice. 

In fact, empirical studies showed that  ten seem to be an optimal number of folds  A 

pictorial representation of the k-fold cross validation where k = 10 is given in Figure 

2.8 The methodology (step-by-step process) that one should follow in performing k-

fold cross validation is as follows:- 

Step 1: The complete dataset is randomly divided into k disjoint subsets (i.e., folds) 

with each containing approximately the same number of records. Sampling is 

stratified by the class labels to ensure that the proportional representation of the 

classes is roughly the same as those in the original dataset. 
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Fig 2.8 Pictorial representation of 10-fold cross validation 

Step 2: For each fold, a classifier is constructed using all records except the ones in 

the current fold. Then the classifier is tested on the current fold to obtain a cross-

validation estimate of its error rate. The result is recorded.  

Step 3: After repeating the step 2 for all 10 folds, the ten cross-validation estimates 

are averaged to provide the aggregated classification accuracy estimate of each model 

type.   

The 10-fold cross validation does not require more data compared to the 

traditional single split (2/3 training, 1/3 testing) experimentation. In fact, in data 

mining community, for methods-comparison studies with relatively smaller datasets, 

k-fold type of experimental methods are recommended. In essence, the main 

advantage of 10-fold (or any number of folds) cross validation is to reduce the bias 

associated with the random sampling of the training and holdout data samples by 

repeating the experiment 10 times, each time using a separate portion of the data as 

the holdout sample. The down side of this methodology is that, one needs to do the 

training and testing for k times (k = 10 in this study) as opposed to only once. The 

leave-one-out methodology is very similar to the k-Fold cross validation where the 

value of k is set to 1. That is, every single data point is used for testing at least once 

on as many models developed as there are a number of data points. Even though this 

methodology is rather time consuming, for some small datasets it is a viable option. 

[7]. 
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2.5 SUMMARY 

Load profiling or consumption profiling play a big rule in the detection of the NTLs  

by determining  the pattern of consumers and the way they consume water or energy. 

NTLs  are difficult to measure because they are often unaccounted by the system 

operators and  have no recorded information. Reducing NTLs is crucial for 

distribution companies. Water and energy consuming almost handled by a financial 

billing system to mange and calculate the delivered amount and save information 

records about customers. A lot of researchers have devoted a significant amount of 

effort in studying NTLs and FFD and analyze their  underline business. Using 

Classification techniques is  a popular trend in this kind of fraud. Real world problem 

tend to be non-linear, so  this thesis select three non-linear classification techniques 

and evaluated them by 10-fold cross validation which is one of the best evaluation 

methods.  
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CHAPTER 3 

RELATED WORK 

 

A lot of published papers about fraud detection using data mining techniques 

has been discussed and reviewed. Several groups of researchers have devoted a 

significant amount of effort in studying FFD from the same data, so they choose it to 

build the prediction model which can compare the transaction information with the 

historical trading patterns to predict the probability of a current transaction, and 

provide a scientific basis for the intelligent authorized anti-fraud strategy, or refuse to 

authorize and launch investigations to suspicious transactions. This chapter introduces 

the state-of the art for the applied techniques in fraud detection in some domains like 

banks, energy and health. The chapter addressing various technologies used in fraud 

detection, which are RDBMS, Data mining (unsupervised learning) and Data mining 

(supervised learning). Finally, the weak points of the related works were presented 

and discussed. 

3.1 Credit Card Fraud Detection 

The researchers in [1] apply three classification methods to credit card fraud 

detection problems, i.e. decision tree, neural network and logistic regression on a 

transactional database with more than 40 fields from year 2005 to 2006 to generate a 

predictive model, because of a nondisclosure agreement, they reveal a few variables, 

which are common data schema used by most banks. The data used were already 

labeled by the bank as fraud or non-fraud records. After that they evaluated the three 

models by the lift chart metric to measure the performance of targeting models in 

classification applications. The result state that the neural network model provides 

higher left than a logistic regression and decision tree.  

3.2 Prescription Fraud Detection 

In [2] The researchers design and apply a database application to record and 

control the prescription data in a health care center, the control included some 

restrictions and constraints to prevent fraudulent actions. The restrictions categorized 
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as administrative to detect missing or invalid data and medical rules to check if there 

is a correspondence between prescribed drugs and the diagnoses that appears in the 

prescriptions. The application applied in 20000 real prescriptions data record. Finally, 

an interesting result from statistical analysis was acquired such 2% of an insured 

person had a high number of different diagnoses during the same year as shown in 

Figure 1 and that need further investigation. A powerful relational database helps in 

applying data mining techniques with real correct results. 

 
Figure 3.1.Number of different diagnoses per insured person during the same year 

[2]. 

3.3 Financial Fraud Detection  

In [8] the researchers from China and U.S.A analyzed and studied the used data 

mining techniques in 18 firms as a study reference, then they proposed a generic 

framework for data mining based on financial fraud detection as in Figure 3.2. 

 

Figure 3.2 A Generic framework for DM-based FFD as in [8] 
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It is clear that classification methods are the dominant techniques in this 

generic frame work.  

3.4 Expressway Toll Fraud Detection 

In [14] The researchers apply anti-fraud analysis under the circumstance of the 

expressway network toll database system, because of more than 100,000,000 Yuan 

toll fraud amount in 21 areas of province’s western part, eastern part, the Pearl river 

Delta and northern part in China, they examine the distance-based outlier mining 

technique to detect toll frauds in the expressway toll database system that diary tracks 

and records the toll transactions. The frauds mainly fall into driver fraud, toll collector 

fraud, and joint fraud by both of them. The researchers identify the suspicious data 

from a vast amount of database by using the outlier mining method.  

3.5 Detection Of Abnormalities And Fraud In Customer  Consumption  

In [21] The researchers applied the non-supervised mining SOM (self-

organizing map) technique in Brazil In which allows the identification of the 

consumption profile historically registered for a consumer, and its comparison with 

present behavior, and shows a possible fraud detection technique that used and 

applied in high-voltage electricity consumption transactions as shown in Fig 3.   

 

Figure 3.3 Graphic with the weeks of Cluster 1(44 weeks)  [21] 

It represents the consumption average within 44 weak and the compared with 

successor period of time shown in Fig 4. 
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Figure 3.4. Graphic with the weeks of Cluster 2 (24 weeks) [21] 

It’s clear that there is a change in a customer's consumption behavior alert auditors 

about something fraudulent or need further investigation. 

3.6 Non Technical Loss Detection For Metered Customers In Power Utility 

In [16] the researchers design and develop a fraud detection system for 

electricity metered customers, the data were collected from the power utility in kula-

lambour , after feature extraction and selection, they define the normal load profile 

dataset and the fraudulent load profile dataset representing them as in Fig [3.6] 

 

Fig3.5 Proposed framework for processing e-CIBS data for C-SVM training and 

validation [16] 
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Figure 3.6 Normalized load profiles of two typical fraud customers over a period of 

two years. 

 

 

Figure 3.7. Normalized load profiles of two normal customers over a period of two 

years. [16]  

By applying the SVM classification method, they improve the hit rate  in fraud 

detection from the manual detection by the fraud team with 3% hit rate to 60% by the 

SVM model. 

3.7 SUMMARY 

Using RDBMS technology as in [2] is limited and works as a database constraint. 

SQL queries are slow and not considered as knowledge discovery science. The 

scientific methodology that applied in [21] for high electricity consuming fraud  use a 

descriptive model in which cannot predict the state of new consuming instances. In 

[16] the researchers build a fraud detection model for a business deal with electricity 

consuming in kula-Lambur they improve the manual detection from 3% to 60% by 

intelligent model, they build the model in a small learning data set just 0.2 % of the 

filtered data. 
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CHAPTER 4 

 

MODEL DEVELOPMENT 

 

This chapter provides the methodology proposed for the fraud detection and 

the development of the fraud detection model which involves three stages: (I) data 

preprocessing, (ii) classification engine development, (iii) model testing and 

evaluation. The model applied using the SVM mining technique and  compared with  

other  two selected techniques (ANN and KNN). 

4.1 Research Approach 

The research approach is divided into two categories: (I) research 

methodology. (II) Work experimentation. The overall work completed for the applied 

model includes the experimentation methodology. The following sections give the 

overall view of the research model used for the purpose of the research study and 

experimental methodology. 

 

4.1.1 Model Development Methodology 

The proposed model is about detection customer fraudulent behavior within 

customers   consumptions historical profiles in Gaza city. The overall model 

methodology outlined in the thesis  is given in Figure 4.1. 
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Figure4.1. Phases of CRISP-DM reference mode as in [34][3] 

4.1.2 Research Methodology 

The research methodology proposed in order to develop an intelligent fraud detection 

model for detection of water theft activities is shown in Figure 4.2.  

The model methodology is embedded within the overall research methodology as in 

Figure 4.2. 
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Figure 4.2 Thesis Research Methodology. 

 
In this research study, the TOW detection approach illustrated in Figure 4.2 

uses historical customer billing data of MOG customers and transforms the data into 

the required format for the classifier, by data preprocessing and feature extraction. 

Gaza customers are represented by their consumption profiles over a period of time. 

These profiles are characterized by means of patterns, which significantly represent 
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their general behavior, and it is possible to evaluate the similarity measure between 

each customer and their consumption patterns. This creates a global similarity 

measure between normal and fraud customers as a whole. The identification, 

detection and prediction are undertaken by the SVM, which is the intelligent 

classification method and the best evaluated technique for the same underlying 

business in many scientific papers [16][17][18]. The fraud detection model developed 

in this thesis forms the basis of this research study. SVM training and testing is 

implemented using the software LIBSVM which is a library for SVMs [3]  embedded 

in the RapidMiner software [32]. The computer used for training the SVM model was 

Dell Optiplex 990 workstation with Windows 7, core i3 processor with 4 GB of 

RAM. The following sections will further discuss the details of the processes outlined 

in the fraud detection model methodology in Figure 4.1,4.2. 

 

4.2 Business Understanding And Data Collection 

In business understanding phase, a  lot of data about customers and water 

consuming collected and analyzed carefully. Some information was collected from 

the employees work in the same domain to understand that each customer has a water 

service agreement with a water meter installed in his building, periodically each  three 

months or six months, the meter reader employee read the  water  meter to record the 

consumption per that period. After collecting all customers' readings, the employee 

who responsible for accounting, issue the monthly service invoices to be distributed to 

all customers according to a location number.  

Data collection is one of the most important phases in the research project. It 

included studying the underlying business, data understanding and gathering 

information from the team who responsible for water theft in MOG. The water 

consumption data that used in this project and research study was identified by the 

TOW department team experts who have inspected customer premises and meter 

installations giving fraud cases and by billing system experts giving the historical 

customer water usage and billing information. The historical customer billings and 

consumption data were collected to train the proposed intelligent model to learn and 

differentiate between normal and suspicious consumption patterns. The data used for 

training the SVM was collected from MOG’s billing system, “Customer billing data 

are considered more reliable than any data that  can be  collected by survey 

techniques.” [50], which includes Gaza customer's invoices and historical transaction. 
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There are 62665 monthly invoices include just 30,348 water consumption customer 

invoice within 12 years about monthly  historical consumptions. Twelve years of 

30,348 monthly consumption represent 4.3 million historical records. The number of 

fraud customers is 2700 customers according to DWTC (before applying any filtering 

restriction). The data acquired for a period of 144 months, represents consumptions 

from 03/2000 to 02/2012. The data was obtained in the oracle database format. Two 

types of customer data were collected, which are: The customer information billing 

system ( consumption profiles) and the customer's water irregularities data (fraud 

cases). Thesis topic  is about the water consumption fraud detection,  consumption 

profile feature is used in designing prediction models  in [35], the water consumption 

of citizens collected and metered in a way like electricity consumption ( load profile) 

which is used in a lot of research papers as in [21][10][16][17][22]. The water 

consumption profile used in [45] to build a water demand categorical prediction 

model. So for these reasons, customer's water consumption profile selected as a major 

feature in the proposed prediction model. 

4.2.1 Customer Information Billing System Data ECBIS 

The customer information and billing data based on Oracle database collected 

from the computer center of MOG. About 4.3 million records represent 144 months 

extracted in 144 tables; each table represents 30,348 customer consumption. Some 

features were extracted from the historical monthly consumption data table which has 

several attributes as listed in table 4.1. 

Table 4.1 The attributes that extracted from historical water consumptions data. 

Column Description 

Agreement_id The customer account no 

Service_type The billing service type (water or electricity) 

Meter_no Customer water meter number 

Reading_date Water consumption Reading date 

Previous_Reading Meter Previous reading 

Reader_id The meter reader code to identify  the meter reader 
name 

Meter_status To record  if the meter normal or destroyed and othe 
states 

Calc type Record if the consumption automatic averaged or real 
quantity by reader 

Current reading  Meter current reading 

Batch_no Reading batch or file no 

Consumption_qty Consumption quantity 

Location_id The location number to identify the building 
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Within  data gathering and business understanding, another calculated feature was 

added to  table 4.1 to enter  feature selection phase as shown in table 4.2. 

 
Table 4.2  The list of calculated attributes (to be evaluated in 

feature  selection phase). 
Column Description 

Building_agr_count Water consumption accounts counts in 
the same building 

Persons_per_building Number of persons per building 

Persons_per_unint Number of persons per one unit 

Payment_count_pct The percentage of monthly paid voucher 
according to number of invoices 

Paid_voucehr_count_pct The percentage of paid vouchers 
according to invoices count 

 
 

4.2.2 Customers Water Breaches Data (CWBD) 

The data of water breaches customers collected by the team in DWTC who 

responsible for water theft in Gaza city when they conduct an inspection campaign. 

The data they collected last 12 years consist of 2700 fraud customer with the 

attributes listed in table 4.3. 

 

Table 4.3 list the attributes of fraudulent cases. 

Column Description 

Agreement_id The customer account no. 

Breach date The date of water breach 

Breach cost The money needed to pay for that 
breach 

Location_id The building and street number 

 
 

4.3 Data Preprocessing 

Data preprocessing is the first major stage involved in the development of the 

fraud detection system. Data preprocessing involves data mining techniques in order 

to transform raw customer data into the required format, to be used by the classifier 

for detection and identification of fraud consumption patterns. Different data mining 

techniques have been applied to preprocess the ECIBS and CWBD data. 
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4.3.1 ECIBS And CWBD Data Preprocessing 

As  mentioned in section 4.2.1 about ECIBS data, which contains 4.3 million 

record represents 144 months extracted in 144 tables, each table represents 30348 

customer consumption. Using SQL statements, all tables unified in one table with 

customer information and other 144 attribute about monthly consumption as indicated 

in fig 4.3. 

Fig 4.3  144 column represent monthly customers consumptions (03/2000 to 

02/2012). 

 
 
 
The agreement_id indicates the account number of the customer. As customer data is 

confidential to the utility so in order to protect the privacy of the customers, 

"Customer Names" have been omitted. 

In the first ten years (3/2000 to 9/2010) the metered water consumption data 

was collected by the meter reader every two months to issue the bill  and after that 

became every one month, so that there are null values in columns (empty cells) have 

no consumption reading. To fill these  null values, a simple equation was applied on 

these columns by filling the previous null consumption value with half consumption 

of the next two month column value, as an example for one null column. 

 

Cn =
Cn+1

2
 

 

CnIs the column value with n index number. 

Cn+1Is the next column value, n is the odd month number 3,5,…9 

After applying that equation, the data set will be filled as seen in figure 4.4 
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Fig 4.4  monthly customer consumption (03/2000 to 02/2012) after 

filling consumption columns. 

 
 
 
The two data sets ECIBS and CWBD  are combined into one dataset with all attribute 

in the two datasets, "The important type of complex data structure arises from the 

integration of different databases. In modern applications of data mining, it is often 

necessary to combine data that come from different sources."  [31]. Another new 

calculated attribute titled "FRAUD_STATE" has been added in which each customer 

founded in CWBD labeled with 'YES',  the rest of other customers take "NO" value. 

This combined dataset was preprocessed to remove unwanted customers and 

smoothen out noise and other inconsistencies, in order to extract only useful and 

relevant information required. Data preprocessing as a part of Data understanding and 

preparation as shown in Figure 4.1 and illustrated in Figure. 4.5. 
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Fig 4.5: Flowchart of the  ECIBS and CWBD data preprocessing 

 
 
As shown in Figure 4.5, four major steps are involved in the preprocessing of ECIBS 

and CWBD data, which are as follows:  

1.  Customer Filtering and Selection  

2.  Consumption Transformation  

3.  Feature Selection and Extraction  

4.  Feature Normalization  

 

The following sections further discuss in detail the four steps involved for  ECIBS and 

CWBD data preprocessing.  

 

4.3.1.1 Customer Filtering And Selection 

As the ECIBS and CWBD data acquired from MOG  in a raw format  where about 

62,665 customer accounts with 2700 fraudulent accounts, according to computer 

center and DWTC, therefore, in order to extract relevant and functional information, 

only customers with complete and useful data were selected from Gaza city for the 
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classification model development. Since, the data acquired is in the form of a 

database, the Structured Query Language (SQL) applied to satisfy the criteria as 

listed:  

1.  Remove repeating customers in the monthly ECIBS and CWBD data.  

2.  Remove customers having no consumption (i.e., zero cubic meter) throughout the 

entire  

144 months period (Have no water service). 

3. Remove customers have ending or suspending their service agreement  

(consumption type = 50, 60 and 61). 

After performing filtering and data reduction on the Gaza city data, only 28,845 

customer records remained from all  62,665 customer Invoices and 660 fraudulent 

cases from original 2700. Even though approximately 50% of customers were 

removed after applying the  filtering conditions mentioned previously, the amount of 

the remaining customers was more than sufficient for SVM training and model 

development according to several research paper sas in [16][17][18]. 

 

4.3.1.2 Consumption Transformation 
 

Real world datasets tend to be noisy and inconsistent. Therefore, to overcome 

these problems, data mining techniques using statistical methods were applied to the 

ECIBS and CWBD data, in order to remove noise and other inconsistencies. 

Customers whose service agreement date began after  the beginning of the 

consumptions period (3/2000 to 2/2012), have a null water consumption value across 

missing months, so all null values of this state have been updated to zeros.  

To experiment more than dataset, two new datasets have been created as in figures   

4.6 and 4.7. The dataset in figure 4.6 represents the yearly customer consumption, so 

a transformation function has been applied to the 144 monthly consumptions to take 

the average of each 12 months for each year. 

 
 

Fig 4.6. The averaged yearly customer's consumptions. 
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Within the business understanding and data analysis and according to [11] the 

consumption quantity defers across year season. So a transformation function was 

applied to the 144 monthly consumption attribute to distribute every year on four 

season consumption by taking the average of each season to represent the season 

consumption. Each year became with four consumption value. The months of 6,7,8 

represent Summer, Fall ( 9,10,11), winter (12,1,2) and spring (3,4,5).After 

transformation the number of attribute became (144/12)/4 = 48 attributes in the 

produced data set shown in figure 4.7. 

 

 
 

Fig 4.7  The averaged four seasons customer's consumptions for twelve years. 

 
 

4.3.1.3 Feature Selection And Extraction 

Particular features were selected from the ECIBS data, in order to extract only 

useful and relevant information required for training the classification model. Since 

the proposed fraud detection approach applies consumption information of customers 

(load profiles) to the detection of fraud activities, therefore, the consumptions features 

are crucial part for pattern recognition in this research study. 

Other features were evaluated for selection based on feature selection using 

information gain method, which is a popular method used to reduce the 

dimensionality [47].  From table 4.2 three features which are considered to be useful 

to the problem of NTL detection were evaluated and appeared in the top of evaluation 

results as shown in Fig 4.8. 
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Fig 4.8. The evaluation result after applying feature selection on the 

Extracted features of the unified dataset ECIBS and CWBD. 

 
After evaluation, the top three features were selected to be with the consumption 

profile features in the training phase as shown in table 4.4. 

 

Table 4.4  The list of the top three calculated attributes weights in 

feature selection phase. 
Column Description 

Building_agr_count Water consumption accounts counts in 
the same building 

Payment_count_pct The percentage of monthly paid voucher 
according to number of invoices 

Paid_voucehr_count_pct The percentage of paid vouchers 
according to invoices count 

 
 

4.3.1.4 Feature Normalization  

The selected features have a different scale, so, in order for the feature data to 

fit the SVM classification model  properly [16][17][18], all feature data (44 features 

for 44 seasons) were represented using a normalized scale. All data was linearly 

scaled using the z-transformation. Figure 4.9 represents the normalized features in 

columns and the customers indicated by the rows. 
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Fig 4.9: The normalized features over a period of 44 seasons. 

 
 
The normalizations were applied on all three data sets (Yearly, seasonally and 

monthly). 

 

4.4 Classification Engine Development  

The development of the classification engine, namely the SVM model, is the 

main focus of this project and research study. Development of the classification 

engine involves: load profile inspection for detection of normal and fraud customers, 

training and development of the SVM classifier, SVM parameter  tuning, class weight 

adjustment and SVM training and testing. The following sections will further discuss 

in detail the development of the SVM engine.  

 

4.4.1 Load Profile Inspection 

Load profiles, i.e., the 44 seasonally averaged water  consumption features of 

the customers were inspected to retrieve samples, in order to build the SVM model for 

the purpose of training. As in this study, a 2-class  SVM classifier is used to represent 

two different types of customer load profiles, therefore, load profile samples used to 

build the SVM classifier were extracted from the preprocessed Gaza city data as 

shown in Table 4.1. The load profiles inspected were extracted and classified into two 

different categories according to their behavior, i.e., fraud or normal consumption 

(non-fraud).  

From the 28,845 filtered customers in the Gaza city data,  only 660 customers were 

identified and detected as Theft of Water (TOW) cases by (MOG DWTC team) in the 

past twelve years. Utilizing the TOW information as the class label for the features 



www.manaraa.com

46 
 

results in an unbalanced dataset, as there are only 660 TOW cases from the total 

28,845 customers, i.e., only 2.2% customers are fraud while the remaining are good. 

Therefore, in this scenario, an unbalanced class ratio is achieved [17][25], for which 

the accuracy does not prove to be accurate anymore. So all fraud customers were 

selected to train SVM model to identify the fraud customer's load profile and some of 

the non-fraud remaining customers with no TOW cases were selected as the 

researchers did in [1][17].The remaining customers with no TOW were identified as 

normal customers by manual labeling. Customers with no fraud activities (No TOW) 

and the customers  with fraud activities (TOW) form the backbone for the 

development of the SVM model. 

Manual inspection was performed on a large sample of the remaining 28,185 

customers. Customers’ load profiles have been inspected and filtered in which abrupt 

changes appear clearly, indicating fraud activities, abnormalities and other 

irregularities in consumption characteristics. Only 4114 customer's load profiles were 

identified with  no presence of abrupt or sudden drops relating to fraudulent events. 

These 4114 customers' load profiles selected as normal consumption in order to train 

the SVM classification model to identify the normal customer load profile. Figure 

4.10 indicates the load profile of one typical fraud customers and another one normal 

consumption load profile  over a period of twelve years (the beginning of the new 

billing system was since twelve years). 
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(a.) 

 
(b.) 
Fig 4.10: Load profiles of one typical fraud customer (a) and another normal customer 

load profile (b) over a period of twelve years. 

 
Note that, the drop in Figure 4.10 (b) is a general drop caused since 2009 when MOG 

change the policy of water meter reading from every two months to every 6 months. 

4.4.2 SVM Development 

After load profile inspection, a new data set created with 4114 normal profiles 

and 660 fraud profile with total 4774 in which represent 15% of the overall metered 

water dataset  to enter the model development phase and used to train the SVM 

classifier  in order to create an SVM model. The SVM model development consists of 

a few stages, which includes: weight adjustment, parameter optimization,  and SVM 
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training and testing. The following sections will further discuss in detail the 

development stages of the SVM model. 

 

4.4.2.1 Weight Adjustment  

The ratio between the two classes of samples is still unbalanced, Class one (no 

fraud) having 4114 samples and Class 2 (with fraud)  having 660 samples; therefore, 

fortunately SVM classifier technique has a parameter set used to weight and balance 

the samples' ratio. The weights are adjusted by calculating the sample ratio for each 

class. This is achieved by dividing the total number of classifier samples with the 

individual class samples. In addition, class weights are also multiplied by a weight 

factor of 100 in order to achieve satisfactory weight ratios for training. Fig 4.11 as in 

rapid miner. 

 
 

 
Fig 4.11 SVM Label classes weighted as 631% for YES and 100% for NO. 

 

The other techniques (ANN and KNN)  do not have a parameters to balance class 

labels, so the under-sampling technique was applied to balance classes, under-

sampling is a popular method in addressing the class imbalance problem, which 
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eliminates training examples of the over-sized class until it matches the size of the 

other class. Since it discards potentially useful training examples, the performance of 

the resulting classifier may be degraded. Nevertheless, some studies have shown that 

under-sampling is effective in learning with imbalanced datasets [52][53][54][56], 

sometimes even stronger than over-sampling, especially on large datasets[55][53]. 

4.4.2.2 Parameter Optimization 

To find the optimal values of the SVM parameters, Three parameters were 

defined and  entered as inputs to the grid search technique. The Grid Search method 

proposed by Hsu et al. in [4] is used for SVM parameter optimization. In the grid 

search method, exponentially growing sequences of parameters (C, Gamma) are used 

to identify SVM parameters obtaining the best 10-fold CV accuracy [17]. The 

parameters C, Gama and performance tested and evaluated within a ranged values 

from 0 to 100 using rapid miner software as shown in Fig 4.12. 
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Fig 4.12 SVM parameters optimizations using grid search technique. 

 
The maximum performance achieved when c and gamma parameters equal zeros 

(default value). 

 

4.4.2.3 SVM Training And Testing 

After weight adjustment and parameter optimization, all 4774 samples are 

trained in order to build an SVM model (classifier). In order to facilitate fair 

comparison between classifiers, the same number of model inputs was adopted for the 
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experiment [51], RapidMiner software version 5.2 [32] used to conduct training. As 

indicated in Figure 4.13. 

 
 
 
 
 
 

 
Fig 4.13 SVM Classifier training and testing using cross validation. 

 
In order to classify customers as fraud or normal. Ten fold Cross validation 

used to test and evaluate three classifiers which are SVM, Neural Network and KNN. 

Each classifier trained and tested on  three data sets structure, yearly consumption 

data set (Yearly_DS), season's consumptions data set (Seasonally_DS) and monthly 

consumption data set (Monthly_DS). Each Data set include 4114 records with NO 

fraud class and 660 records with YES fraud class. Each classifier applied twice on 
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each data set, one with just consumptions profile features and the other with just 

consumptions profile features in addition to the selected attribute in table 4.4. ANN 

and KNN classifiers haven't any parameter to weight classes in order to balance data 

set as in SVM classifier, so balancing data is applied by performing random sampling 

on the larger class. The final experimentation results  shown in chapter 5. 

4.5 SUMMARY 

This chapter expressed  the implemented methodology to apply the fraud detection 

model on three datasets, two major stages were involved in the development of 

intelligent fraud detection model which include (i) Data preprocessing (ii) 

classification engine development. The data preprocessing sub chapter illustrated data 

mining techniques used for preprocessing the raw customer information and billing 

data for feature selection and extraction. The sub chapter, classification engine 

development illustrated the feature selection, parameter optimization, development of 

the SVM classifier and the SVM training and testing and lastly, the SVM model 

evaluated with two other classification techniques which are ANN and KNN. 
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CHPTER 5 

 

EXPERIMENTATION RESULTS 

 

This chapter presents the evaluation results between the three selected classification 

techniques. Tables (5.1, 5.2, 5.3) explain the experimental results  after applying and 

testing the SVM model on the yearly averaged consumptions dataset, seasonally 

averaged dataset and monthly averaged dataset. After that, SVM classification results 

compared with the other two mentioned classifiers (ANN and KNN). Each data set 

has been trained and tested twice per each classifier. As mentioned in 4.4.2.3 section, 

once with just consumptions load profile attributes (averaged consumptions attributes 

within a period of time) and the last with all attributes (averaged consumptions within 

a period of time plus  top features in table 4.4). 

5.1 Yearly Consumption Dataset Experimentation Results.  

Unbalanced data sets result in high accuracy, but the researchers did not prove that 

with unbalanced datasets as in [17][25], so this study focused on balanced data sets. 

The results denote that SVM classifier gets 87.62  best  accuracy score when dealing 

with just consumptions profile attributes. The second classifier is ANN with a 76.80 

accuracy score. The biggest score for the fraud detection hit rate is achieved by ANN, 

which is 71.06 using all attributes as shown in table 5.1. 
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Table 5.1  Yearly consumption data set testing and evaluating results. 

 
Data Set Type 

 
Classifier 

Performance Data Set 
Status 

Accuracy Recall Precision  
Yes No Yes NO  

Yearly_DS 
( Load Profile ) 

KNN 89.99 45.30 97.09 71.19 91.78 Unbalanced 

Yearly_DS 
(All Selected Attr.) 

KNN 89.95 44.09 97.23 71.67 91.63 Unbalanced 

Yearly_DS 
( Load Profile ) 

KNN 76.43 68.79 83.57 79.65 74.12 Balanced 

Yearly_DS 
(All Selected Attr.) 

KNN 74.82 65.61 83.57 78.73 72.18 Balanced 

Yearly_DS 
( Load Profile ) 

Neural 
Network 

89.80 44.09 97.06 70.46 91.62 Unbalanced 

Yearly_DS 
(All Selected Attr.) 

Neural 
Network 

89.84 49.70 96.22 67.63 96.22 Unbalanced 

Yearly_DS 
( Load Profile ) 

Neural 
Network 

76.80 66.67 86.26 81.94 73.46 Balanced 

Yearly_DS 
(All Selected Attr.) 

Neural 
Network 

75.63 71.06 79.89 76.76 74.70 Balanced 

Yearly_DS 
( Load Profile ) 

SVM 87.62 56.52 92.56 54.69 93.05 Balanced 

Yearly_DS 
(All Selected Attr.) 

SVM 85.98 61.06 89.94 49.09 93.56 Balanced 

 
 

5.2 Seasonally Consumption Dataset Experimentation Results 

 

When dealing with seasonally consumptions data sets, the results denote that 

SVM classifier get the best  accuracy score which is 93.76 using all attributes and  

81.32 of fraud detection hit rate using just consumptions attribute and 80.61when 

using all selected attributes. The next classifier is ANN, which has a 88.45 accuracy 

score with 85.45 fraud detection rate which is the best hit rate score; KNN classifier 

has the lowest score in accuracy and detection rate as shown in table 5.2. 

 

 

 

 

 

. 
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Table 5.2 Seasonally consumptions data set testing and evaluating results. 

 
Data Set Type 

 
Classifier 

Performance Data Set 
Status 

Accuracy Recall Precision  
Yes No Yes NO  

Seasonally_DS 
( Load Profile ) 

KNN 91.58 51.15 98.48 85.20 92.19 Unbalanced 

Seasonally_DS 
(All Selected Attr.) 

KNN 91.62 50.30 98.25 82.18 92.49 Unbalanced 

Seasonally_DS 
( Load Profile ) 

KNN 82.57 75.04 89.01 85.37 80.66 Balanced 

Seasonally_DS 
(All Selected Attr.) 

KNN 79.55 70.76 86.62 80.94 78.67 Balanced 

Seasonally_DS 
( Load Profile ) 

Neural 
Network 

96.43 77.18 99.71 97.86 96.24 Unbalanced 

Seasonally_DS 
(All Selected Attr.) 

Neural 
Network 

96.46 76.52 99.66 97.30 96.36 Unbalanced 

Seasonally_DS 
( Load Profile ) 

Neural 
Network 

88.85 85.45 91.75 89.86 88.07 Balanced 

Seasonally_DS 
(All Selected Attr.) 

Neural 
Network 

87.31 84.09 89.90 86.99 87.56 Balanced 

Seasonally_DS 
( Load Profile ) 

SVM 93.12 81.32 95.14 74.06 96.76 Balanced 

Seasonally_DS 
(All Selected Attr.) 

SVM 93.76 80.61 95.87 75.78 96.86 Balanced 

 
 

5.3 Monthly Consumption Dataset Experimentation Results 

 

The last trained and tested dataset denote that SVM classifier get the best 

accuracy which is 92.29 using just consumption load profile and 80.45 score for the 

fraud detection hit rate in the balanced monthly consumption dataset. The ANN 

classifier has the optimal fraud detection rate when dealing with all attribute which is 

87.12 as shown in table 5.3. 
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Table 5.3 Monthly  consumptions data set testing and evaluating results. 

 
Data Set Type 

 
Classifier 

Performance Data Set 
Status 

Accuracy Recall Precision  
Yes No Yes NO  

Monthly_DS 
( Load Profile ) 

KNN 91.75 47.42 98.80 86.23 92.20 Unbalanced 

Monthly_DS 
(All Selected Attr.) 

KNN 92.15 51.06 98.68 85.97 92.70 Unbalanced 

Monthly _DS 
( Load Profile ) 

KNN 76.89 70 83.73 82.04 74.34 Balanced 

Monthly_DS 
(All Selected Attr.) 

KNN 77.65 70.61 84.64 82.04 74.34 Balanced 

Monthly_DS 
( Load Profile ) 

Neural 
Network 

95.24 71.52 99.01 92.01 95.63 Unbalanced 

Monthly_DS 
(All Selected Attr.) 

Neural 
Network 

95.14 71.52 98.89 91.12 95.62 Unbalanced 

Monthly_DS 
( Load Profile ) 

Neural 
Network 

84.90 86.21 83.58 83.92 85.91 Balanced 

Monthly_DS 
(All Selected Attr.) 

Neural 
Network 

85.13 87.12 83.13 83.70 86.66 Balanced 

Monthly_DS 
( Load Profile ) 

SVM 92.29 79.55 93.81 67.14 96.65 Balanced 

Monthly_DS 
(All Selected Attr.) 

SVM 91.86 80.45 95.65 74.79 96.83 Balanced 

 
 

This study adopted the SVM classifier for the following reasons. First, 

balancing technique used for ANN and KNN  depend on random sampling in which 

decrease the number of   instances in the training data set to more than the half. 

Second, the SVM classifier depend on class weighting technique to balance data set 

without omitting any instance. Third SVM got the maximum accuracy score with 

balanced data sets in all three datasets. Finally, there is no big difference in the 

maximum fraud detection score rate  between SVM and ANN. 

 

5.4 SVM Classifier Evaluating Results.  

The results presented in tables 5.1, 5.2, 5.3 imply that SVM got the best results in all 

balanced datasets as concluded and illustrated in table 5.4. As being seen in these 

tables, applying SVM  classifier on the seasonally database structure that represent the 

normal change in water consumptions according to seasonal weather temperature 

change, SVM got the best accuracy result with all selected features. 
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Table 5.4 Represents SVM classifier results after training and testing phase. 

 
Data Set Type 

 
Classifier 

Performance Data Set 
Status 

Accuracy Recall Precision  
Yes No Yes NO  

Yearly_DS 
( Load Profile ) 

SVM 87.62 56.52 92.56 54.69 93.05 Balanced 

Yearly_DS 
(All Selected Attr.) 

SVM 85.98 61.06 89.94 49.09 93.56 Balanced 

Seasonally_DS 
( Load Profile ) 

SVM 93.12 81.32 95.14 74.06 96.76 Balanced 

Seasonally_DS 
(All Selected Attr.) 

SVM 93.76 80.61 95.87 75.78 96.86 Balanced 

Monthly_DS 
( Load Profile ) 

SVM 92.29 79.55 93.81 67.14 96.65 Balanced 

Monthly_DS 
(All Selected Attr.) 

SVM 91.86 80.45 95.65 74.79 96.83 Balanced 

 
 

The calculated attributes increase the accuracy and recall in which define the 

importance and affection for them in the prediction and determination of fraudulent 

customer’s profile. So the fraudulent behavior affected with the 

Paid_vouchers_count_pct attribute that determines how many customer invoices have 

been totally paid regardless of how many times the customer visits the MOG; thereby, 

customer committing in paying invoices decrease the probability of fraud. 

            With Payment_count_pct attribute that determines  the percentage of customer 

payment's count with regard to how many visit he came to MOG to pay the invoices, 

the fraud probability decreased with a higher percentage. The Building_agr_count 

attribute that determines the number of customers' accounts per building (invoices per 

building) has a little effect in defining fraudulent customer profile but less than the 

other attribute as illustrated in fig 4.3. The consequence of using these three attributes 

is the increasing in fraud detection hit rate (the true positive rate) to reach 80.61with 

93.76 overall accuracy.  

5.5 SUMMARY 

In spite of, the SVM predict the instance class as a black box namely without induce a 

descriptive rule explains the attributes that define the class label, this research 

concentrate on determining if the tuple fraudulent or not in addition to the SVM 
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classifier has a notable number of advantages when compared with the neural 

networks classifier. Firstly, SVM has non-linear dividing hypersurfaces that give it 

high discrimination. Secondly, SVM provides a good generalization ability for unseen 

data classification. In addition, SVM determines the optimal network structure itself, 

which is not the case with traditional neural networks. With the introduction of the 

applied SVM SVC technique, the developed model can  control the balance between 

sensitivity and specificity, giving the fraud detection system more flexibility. Thus, 

for this type of research study, SVM is more practical and favorable, where this 

control is most needed in the frequent presence of unknown and unbalanced data sets 

as the researcher done in [17]. 
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CHAPTER 6 

 

CONCLUSION AND FUTURE WORK 

 

 

 
In this research study, the SVM has been investigated and applied to the 

development of the proposed fraud detection model. The main concern of this 

research study is the application of SVM, namely SVC, for the classification of 

patterns (load consumptions profiles for customers) into two categories: normal (No) 

and fraud (Yes) customers. The contributions of the study of thesis research are listed 

as follows: 

 

6.1 Contributions Of The Research 

The main significance and benefits from the research study reported in this 

thesis are identified as follows. 

 

 Analysis and mining in the business domain of managing customers water 

consumptions in Gaza municipality . As in [26] the researcher considers the 

analysis of a new business domain as a research contribute.  

 Design and reveal a fraud detection model by using various data resources 

such as computerized historical water consumption data and a manual 

customer’s irregularities data registered on paper files. 

 A novel, efficient and effective real world  classifier model for water 

consumption profile fraud detection with experiments demonstrate the 

identification of relevant attributes and relevant periodical consumptions 

dataset that improve classification accuracy for data, which allows more 

information for fraudulent customers' profiles. 
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 The model cover 12 years of customer's historical water consumptions data 

with 720,000 training data records  in which increases the fraud detection hit 

rate  to 80% while the detection rate in [16] is  just 60% with a drawback of 

use only two years  customers load profile exported form 10 years customers' 

load profiles. So the model has better accuracy, better hit rate and larger 

training data set. 

 

 Design an Intelligent classification model with about 80% fraud detection hit 

rate rather than human being effort with paper files to detect water thefts and 

Irregularities in a random successfully hit rate within 1 and 10%. 

 

 The fraud detection model developed in this research study provides utility 

information tools to water utilities in Gaza city for efficient detection and 

classification of NTL and WOT activities in order to increase effectiveness of 

their onsite operation. 

 

 With the implementation of the proposed model, operational costs for water 

utilities in MOG due to on-site inspection in monitoring NTL and WOT 

activities will be significantly reduced. This will also reduce the number of 

inspections carried out at random, resulting in higher fraud detection hit rate. 

 

 Disseminate knowledge and behavior regarding fraudulent consumption 

patterns is obtained by the use of the proposed model, which is useful for 

further study and analysis by NTL experts and inspection teams in water 

utilities in Gaza. 

 

 Lastly, by implementing the proposed fraud detection model, great time saving 

in detecting and identifying problematic mechanical meters can be achieved 

by MOG water utility. 

6.2 Future Work. 

 Day after day, customer irregularities increasing, so more customer 

irregularities will be collected to make bigger training data set for further 
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testing and evaluation to increase the fraud detection hit rate and improve the 

proposed model accuracy with more customer data. 

 

 The selected techniques work as a black box, without induce descriptive rules 

to show the attributes how indicate fraudulent behavior, so dealing with a rule 

based model is a strong idea to apply in the future work.  

 

 Implement the classification model as a whole system to work in MOG at 

DWTC and be applicable to work in any municipality or any organization deal 

with citizen's water consumptions. 

 

 This research study can be expanded by classifying load consumption patterns 

by respective districts, i.e.    in Gaza strip like Nosyrat, Deirbalah…etc. 

However this approach requires more training data from each region, 

especially the load consumption patterns of the fraud customers. 

 

 It is also recommended that the developed fraud detection model can be 

further tested and evaluated on other water distribution utilities in Gaza strip 

such as coastal municipal water utility. 

 

This research study strongly believes that the fraud detection system can 

contribute significant improvement to water distribution utilities for the 

reduction of NTL activities. 
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